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Motivation

3D Keypoint detector and descriptor are two main components in point cloud registration. However, 

compared to numerous keypoint detector and descriptor in 2D images, 3D keypoint detector and descriptor 

have not been deeply explored.

3D keypoint detector and descriptor can be categorized into two groups:

 Handcrafted keypoint detector and descriptor

• Detector: SIFT3D, Harris3D, ISS

• Descriptor: FPFH, USC, SHOT

 Learning-based detector and descriptor

• 3DFeatNet (ECCV 2018)

• USIP (ICCV 2019)



Motivation

Limitations of previous learning based works: high time complexity

 3DFeatNet: Estimate saliency for each point in the point cloud and select keypoints based on the 

predicted saliency. The per-point saliency estimation is time-consuming.

 USIP:  Utilize furthest point sampling (FPS) to generate keypoint candidates and select keypoints

based on saliency estimation. However, FPS is an inefficient sampling method so that is time 

consuming.



Methodology

We introduce random sampling concept for 3D 

keypoint detector and descriptor. Random 

sampling is efficient however can cause 

information loss. 

Proposed novel strategies:

 Random dilation cluster to enlarge the 

receptive field.

 Attentive point aggregation to generate 

keypoints and predict saliency uncertainty.

 Matching loss to train the descriptor.



Methodology

 Random dilation cluster

Enlarging the receptive field of a random sampled cluster center can 

weaken the negative impact of random sampling. 

• Generally method: k-nearest neighbor (knn)/ball query.

• Our strategy: query 𝛼𝑑 × 𝐾 neighbor points and random select 𝐾

points from them. 

• Effect: enlarging receptive field from 𝐾 to 𝛼𝑑 × 𝐾 without hardly 

any increase of time complexity.



Methodology

 Attentive points aggregation 

Previous method for predicting new keypoint:

• Predict a offset for each sampled cluster center point (USIP)

• Just use the raw point (3DFeatNet)

Our method for predicting new keypoint:

• Predict attentive weights for each neighbor points

• The predicted keypoint can be represented as the weighted sum of neighbor points

The advantage of our method:

• The predicted keypoint is within the convex hull of the input cluster

• The attention mechanism tends to give higher weights for informative points



Methodology

 Matching loss

Soft assignment strategy: Explicitly estimate the correspondences between keypoints in two point 

clouds according to the Euclidean distance of the descriptors. 

The corresponding keypoint are represented as weighted sum of all keypoints in the other point cloud

The proposed matching loss can be seen as the distance between corresponding keypoints.

Advantages of proposed matching loss:

• Weakly supervised

• Explicitly estimate the correspondence



Experiments

Dataset
 KITTI Odoemtry dataset

 Ford Campus Vision and LiDAR dataset

Baselines
 Handcrafted detector and descriptor

• Harris3D + FPFH

• SIFT3D + FPFH

• ISS + FPFH

 Learning-based detector and descriptor

• 3DFeatNet

• USIP

Evaluation metrics
 Repeatability

 Precision

 Registration performance



Experiments

 Repeatability

 Precision



Experiments

 Registration performance

 Runtime



Experiments

 Ablations



Experiments

 More qualitative results



Thank you !


